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ABBREVIATIONS

VS= Virtual screening, CADD= Computer aided drug 
design, SBVS= Structure-based virtual screening, LBVS= 
Ligand based virtual screening, HTS= High throughput 
screening, NMR= Nuclear magnetic resonance, PDB= 
Protein data bank, MD= Molecular Dynamics, ML= 
Machine learning, ANN= Artificial neural network

INTRODUCTION
Drug discovery aims to find a biologically active 

compound that has a biological target with greater 
sensitivity and further generate, the desired biological 
effect. Due to the high cost and the poor success rate of 
high-throughput screening (HTS), computer alternatives 
have been developed, and in silico screening has 
been more widely used1. SBVS is a computer-based 
strategy for evaluating a chemical compound database 
for new biologically active compounds targeting a 
specific therapeutic target during the early phase in 
drug development. Molecular docking is used to study, 

whether, molecules would attach to a molecular target 
in its three-dimensional structure2,3. 

In SBVS, the goal is to figure out which molecule binds 
to the target when the library is screened. Protein-ligand 
interaction and its bonding label are coupled in a computer 
model known as a “classical scoring function”4. X-ray 
technology and nuclear magnetic resonance spectroscopy 
have set the groundwork for SBVS by providing extensive 
structural information about these receptors as well as 
knowledge about how they interact with ligands5.

Introduction to drug design
Despite improvements in biotechnology and our 

knowledge of living materials, designing a new active 
synthetic molecule is a lengthy, draining and sophisticated 
process with a high failure rate of novel therapeutics6. 
Molecular design is a series of stages that begin with a 
designed molecule7. Then, it is charged appropriately, for 
the target molecule with which it interacts and binds. This 
process, known as drug design, is the initial step in creating 
molecules. Drug discovery involves identifying novel 
medicinal substances using a combination of computer 
algorithms, translational and clinical models8. The entire 
lead invention or optimization of an existing lead is included 
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in drug design. Structure-based drug design relies on the 
3D structure of a desired molecule, such as amino acid 
sequence, etc. to find critical locations and connections that 
are essential for their biological activities9. This knowledge 
is further useful in discovering medicines that compete with 
the target’s critical interactions, disrupting the biological 
pathways required for the microbe’s existence. Ligand-
based drug design (LBDD) approach uses a known set 
of ligands which have structural similarity10,11.

Methods in drug designing process
The following are some of the methodologies utilized 

in drug development.

• In vitro approach is used to screen synthetic   
chemicals and natural materials arbitrarily12

•	 Preparation	 of	 new	 compounds	 using	 a	 known	
arrangement of physiologically active, organic 
chemicals of plant and animal origin, such as the 
lead framework

•	 Synthesis	of	a	lead	substructure	of	a	compound	with	
higher bioactivity13

Types of drug designing in Computer-Aided Drug 
Design (CADD)

Indirect /Ligand-based drug design
A group or library of compounds that adhere to the 

physiological substrate or ligand of focus is used in ligand-
based drug design. These additional compounds are 
utilized to create a design, which further clearly states the 
structural properties that a moiety must have to interact 
with a target14. In a different sense, based on knowledge 
of what binds toward a biological target, a prototype of 
both the target and the binding site may be produced and 
this description is further used to invent different structural 
interaction between the systems with it15.

Structure or target – based drug design
It relies on the substructure of the physiological target 

namely protein. A candidate moiety that bonds with greater 
sensitivity as well as specificity for the target molecule is 
produced utilizing graphical visuals based on the structure 
of the configuration13. Approaches for structure-based drug 
design is database searching, and involves the process 
of finding ligands for a specific receptor. A huge number 
of possible ligand molecules are screened to see which 
ones fit the receptor’s binding domain. One of the  main 
benefits of data analysis is the effort and money saved16. 

This article reviews the applications of structure-
based virtual screening alongside its role as an  
important virtual screening technique.

Virtual screening
Virtual screening is an application in the field of drug 

discovery. It is applied as an addition to High-Throughput 
Screening (HTS), so when paired with biological  
research, it has the potential to raise the series of tasks at 
the lead identification phase of the process of discovery 
while also boosting their efficacy17. There are a variety 
of techniques for undertaking these computational 
assessments, and they are either ligand-based and 
receptor-based18, 19.

DOCK, Glide and GOLD are just a few of the 
protein-ligand docking courses offered20. These include 
molecular docking within each receptor into the target’s 
binding domain, resulting in a projected binding pattern 
for each database chemical, and therefore a metric of the 
chemical’s fit in the target’s binding pocket. This finding 
aids in the assessment of the chemicals to identify and 
test a small percentage for biological activity21, 22.

In many of these implementations, it's algorithm 
generates ligand conformations, and then uses a scoring 
function to optimize both alignments and rotations 
to lower their binding free energy with the biological  
target23, 24 as indicated in Fig. 1.

Fig. 1:  Types of virtual screening111

Structure - based virtual screening
A computerized tool incorporates the ligands to 

the binding site of the target. Selection of targets and 
databases, docking and post-docking monitoring, and 
molecule selection for screening are the processes 
employed in SBVS24,25. This kind of task requires a complex 
computational infrastructure, which can perform various 
calculations and process simultaneously using a set of 
operating systems docking26. It is necessary to have a 
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system in place to process the input from big compound 
libraries. There is also a professional database of chemicals.

The procedure begins by deriving the target 
sequence’s three-dimensional organization. X-ray,  
nuclear magnetic resonance (NMR) and other molecular 
dynamic (MD) stimulation tools work in characterizing the 
target structure27. Another factor to consider for SBVS is 
the detailed list of the synthetic database to be filtered in 
the VS operation based on the target of interest, along 
with library preparation to attribute suitable reaction 
mechanisms, tautomeric and charge transfer states28. 
Docking procedure attempts to anticipate the ligand-
protein conformations by examining the overall structure of 
such ligands inside the protein’s ligand binding. Scoring-
system estimates the free binding energy in the protein 
and the ligand5, 29, 30.

Advantages of SBVS

•	 It is cost effective as compared with traditional 
screening techniques.

•	 It does not require a synthetic drug molecule, as it 
can be created virtually. 

•	 Today various commercial tools are available for 
SBVS.

Disadvantages of SBVS

•	 There is the possibility of getting misleading 
results.

•	 It is problematic in case if knowledge of receptor is 
unavailable.

•	 Commercially available tools are usually a bit specific.

Even though there are drawbacks in SBVS tools, 
advancements in virtual screening are capable of 
diminishing these setbacks with time31,32.

Strategies in virtual screening
Combining LB (Ligand- based) and SB (Structural-

based) techniques may be done in a variety of ways. In 
this review, categorization will be used. As a result, the 
combination of LB and SB methods is discussed in three 
types: sequential, parallel, and hybrid as mentioned in 
Fig. 2.

Sequential approach
Sequential methods split the VS pipeline across 

segments with the goal of performing progressive filtering 
in the chemical compound library to identify the most 
suitable candidates, for bioassays at the end.  Pre- 

filtering utilizing LB methods is common since they are 
less expensive to process. The more computationally 
intensive SB is used later in the investigation. As a result, 
such a method aims to maximize the tradeoff between the 
computational costs of the filtering technique, and thus, the 
intricacy of the paradigm underpins it along the VS process. 
It does not employ all the existing evidences instantly, and 
they keep the limitations of various approaches in mind.

Parallel approach
The LB and SB processes are carried out 

independently, with leading candidates of each approach 
being chosen for biological evaluation. The compounds in 
the final rank order outperform single-modality methods 
in terms of stability and performance, but still the findings 
also suggest that performance is susceptible to target 
structural characteristics, such as the existence of the 
template ligand in molecule resemblance dimensions and 
samples were determined in a pocket in docking studies.

Hybrid approach
It consists of methods that are a real mix of LB and 

SB procedures in a single method. To achieve this aim, 
two major combinations used are: (i) interaction and (ii) 
similarity docking techniques. In the first it transforms 
measurable protein-ligand interaction into pharmacophore 
parameters and QSAR models33. They are applied in VS, 
ligand profiling, pseudo-receptor analysis, and de novo 
designs. Researchers have recently looked at employing 
a mix of molecular similarity and docking techniques to 
test projected ligand poses against relevant templates.

Types of structure based virtual screening

Protein- ligand binding
The most well-known structure-based 3D approach is 

protein-ligand docking. It calculates the potential binding 

Fig. 2: The screening workflow of ligands against known 
protein receptor109, 110
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affinities of a known protein receptor in 3D. A variety of 
docking tools and techniques, both of which are widely 
tested are available. They contrast in terms of ligand 
positioning and scoring systems. Ligand fragmentation 
and incremental reconstruction, molecular shape-based 
algorithms, genetic algorithms, systematic search, and 
surface-based molecular similarity are among some of the 
strategies used34. Ligand placement is not trustworthy for 
sampling possible ligand binding geometries for all targets. 
Professionally developed empirical scoring strategies in 
each application scope are indeed significant, and docking 
remains one of several ways that provides numerous 
ideas for logical lead optimization35.

Pharmacophore based models
A three-dimensional configuration of chemical 

compositions, such as hydrogen bonds, charges, 
and lipophilic areas, form a design that depicts the 
binding of a ligand to a macromolecule36. The merits 
of pharmacophore models include their ease of 
interpretation, and its flexibility is modified, which allows 
them to be used in a variety of situations37. Researchers 
can use a transparent, yet nevertheless highly descriptive 
model to include their knowledge of a certain binding 
mode38. This has led to several success stories, for active 
ligand affinity elucidation and, as a result, prospective 
ligand design34.

Binding site comparisons
The binding site comparison technique is a relatively 

new concept that comes under SBVS’ jurisdiction35.It is 
based on the fact that proteins share identical binding 
affinity due to their amino acid sequence. As a result, 
binding sites in proteins may be identified, matched to 
specific chemical structures based on the amino acid 
sequence. It also considers protein flexibility.

Steps in structure-based virtual screening

Database preparation
The development of a ligand or drug library or database 

is a crucial step for executing VS using the docking or 
pharmacophore-based search methods39. The database’s 
foundation is often a commercial compilation of physically 
accessible chemicals40. Many physicochemical filters 
are applied to decrease the size of an initial database 
of compounds for further screening99. Lipinski’s rule-of-
five is a popular filtering technique for drug-likeness. It 
is an experimental collection of characteristics based on 
molecular mass, hydrophobicity and other parameter 
which are important for orally bioavailable compounds41. 
A restriction on the number of rotating bonds inside the 

macromolecule or the polar surface area are used as 
further physiological limits25. The “Pfizer’s Rule of 3/75,” 
is predicated on calculated partition coefficient along 
with topographic polar surface area values, and is a 
more modern rule accounting for the physicochemical 
characteristics linked to experimental toxicological 
outcomes (TPSA). Compounds having a ClogP of less 
than 3 and a TPSA of more than 75 are 50 percent safer, 
and more reliable in vivo studies42.  At this stage, additional  
filters are frequently used to exclude compounds that have 
particular chemical substructures linked to poor chemical 
stability or toxicity. All these filtering protocols are low-
chemically to big databases36, 43. Finally, preprocessing 
compound datasets in realistic 3D representations is 
recommended, as bond lengths and angles remain similar 
during docking. The compound set utilized for SBVS should 
contain true bond lengths and angles44. Such compounds 
will have a suitable conjugated system and filled valences, 
as well as partial charges, a sufficient proton transfer mode 
at physiological pH, and precise isomeric configurations45. 
Public databases, like ZINC, are widely utilized specific 
molecular databases in virtual screening2.

Target preparation for SBVS
SBVS operation is heavily reliant on acceptable protein 

and ligand starting structures. Some techniques need 
the addition of hydrogens, with caution to avoid atomic 
collisions. A typical PDB format data comprises only 
heavier atoms, as well as molecules of water, activators, 
ligands, and ions along with numerous protein units. In 
addition, there is no information on bond sequencing, 
topological, or formal atomic charge in general in the 
structure. Ionized particles along with isomeric states 
are mostly unallocated, and residues of branched chains 
are mostly not found due to poor precision of a specific 
protein region, as well as steric incompatibilities25. In order 
to resolve these issues, the precise protonation states 
of ionizing residues are necessary. The next stage is to 
add hydrogen atoms in the protein and optimize them 
using an optimum hydrogen bond network46. Following 
the insertion of hydrogen atoms into the protein, energy 
minimization is used to modify the locations of the 
hydrogens to eliminate any stereo electronic conflicts. A 
choice is also made, whether water molecules will remain 
or be eliminated. Several techniques, such as 3D reference 
interaction site model (3D RISM), WaterMap (WM), and 
others, have been presented to overcome this complex 
task. If such protein is co-crystallized with intermediates, 
co - factors, or other ligands, they should be treated prior 
to VS. To build 3D geometries, there is need to apply an 
accurate bond order and establish relevant tautomer and 
ionization states. These steps could be accomplished 
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with free tools such as the Protein Preparation Wizard25 
or scripts that generate a protein structure for SBVS 
using a variety of methods. By comparison of minute 
structures from the PDB structure, docking efficiency is 
highly improved.

Identifying the binding site
Identifying the site for binding is often a necessity 

for SBVS. A target-binding location must ideally be a 
region with a variety of H-bond acceptors, donors as 
well as hydrophobic characteristics, and must be usually 
curved. In the scope of research, there are few ways for 
finding possible binding sites: Static methods, in which 
chemical probes are used to discover binding hot spots 
on a 3D model via computational solvent mapping from 
X-ray, MD, etc. To use a novel chemical probe every 
time it determines a new type of binding region47. In this 
perspective, investigations that use microsecond MD 
simulations or higher sampling approaches to study 
ligand-binding mechanisms could be used to identify novel 
binding proteins utilizing minuscule organic compounds as 
probes, although this strategy is not efficient and robust48. 
To evaluate flexibility, normal mode modeling is utilized to 
discover elastic residues inside the ligand binding and to 
investigate alternative conformations of those residues. 
Water is used as a probe to discover probable protein 
binding sites in the final process. Approaches founded on 
the notion of inhomogeneous solvation and evolutionary 
computation are commercially available49, 50.

Docking
The next stage in the screening process is to dock 

compounds from the database. The procedure involves 
screening the binding site’s coordinate space, and then 
scoring each potential ligand posture, which is then 
used to determine the compound’s anticipated binding 
model18. The database is added into a target-binding 
site using a docking tool that simulates the ligand–target 
interaction computationally to ensure optimum steric 
and physicochemical compatibility5. Given the fact that 
computers are becoming more powerful, blind docking 
with all library compounds frequently is a waste of time 
and resources51. As a result, before embarking on the 
time-consuming docking process, it is typically a good idea 
to eliminate unwanted compounds and pick just relevant 
ones from a library. DOCK52, FlexX53, GOLD54, Glide55, 
and AutoDock56 are among the most often utilized  
docking techniques. When choosing docking software, 
there are a few things to be kept in mind. These 
features include the ability to alternatively refine docking 
parameters/protocols regarding new findings, flexibility  

to additional classifiers, early and late docking filters, 
design and validation results, tech support, cost and 
speed, user interface, input/output, structural formats, 
code access and upgradeability. In investigating the 
conformations in ligands, docking algorithms use a variety 
of conformational search techniques,25 which are classified 
as follows: a) Systematic techniques, which examine 
all degrees of freedom, and are placed in the expected  
binding site. b) Random torsional searches about rotatable 
bonds (c) Using molecular dynamics (MD) tools to 
investigate a molecule’s energy landscape57.

Scoring
Docking algorithms employ scoring methods to assess 

the free available energy in bonding of a ligand to target. 
Most often used scoring functions involve estimation of 
binding free energy and force field algorithm that sums 
the energy of van der Waals, electrostatic forces and 
H - binding among the atoms of the two binding proteins 
in the complex58. The next is empirical scoring systems. 
It calculates the interactions between two complicated 
binders, such as hydrophobic contacts, hydrogen bonds 
and stranded rotatable bonds. Using empirical or semi-
empirical methodologies, scoring systems measure the 
stiffness of target and ligand interaction59.

Post analysis
A docking study scan of a high chemical database vs 

a receptor generates a massive amount of data, as well 
as each drug's expected binding posture and a projected 
binding affinity for the target. Without any previous 
knowledge of compounds, it is possible to evaluate a list 
of compounds based on their rank ordering.

Virtual databases
A virtual database is a computer model or a 

scheme comprising of one or many physical data that 
provides a database for virtual analysis. The 3D target 
proteins substructure are present as databases and are 
commercially available. Below are listed  some virtual 
databases60.

Binding DB- Binding DB includes 1,419,347 binding 
data points for thousands of protein molecules and 
small molecules. It is a accessible library of observed 
target proteins, with an emphasis on affinities between 
proteins thought to be drug targets and tiny, drug-like 
compounds61.

ChEMBL- It is a library of bioactive compounds 
with 2-D substructures, computed characteristics, and 
abstracted bioactivities62, 63, 102.
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Protein data bank (PDB) - A free accessible protein 
database that contains three-dimensional structures of 
proteins and complex compounds64.

PubChem - An open software that collects data from 
other smaller databases. It has access to over 97 million 
chemicals65.

ZINC - A library of commercially available chemicals 
for VS66. ZINC has around 230 million 3D compounds 
categorized depending on their chemistry, pharmacology, 
etc.

canSAR - It specifically includes database for 
cancer drug discovery67 with a million bioactive, small 
molecule drugs and compounds equivalent to millions 
of pharmacological bioactivities and calculated chemical 
properties.

DrugBank- A mix of specific drug pool and 
complete drug and target data. The database includes 
medication entries, authorized biotech (protein/
peptide) pharmaceuticals and nutraceuticals along with 
investigational drugs68.

VS Algorithms
Algorithms are performing multiple tasks or problems 

with a pre-determined group of command or instruction. 
Virtual screening technique is differentiated based on 
their algorithms as follows:-

Machine Learning (ML) based algorithms- Deep 
learning and neural networks

Within the scope of VS, it implies how one builds 
a model to forecast whether a certain chemical will 
interact with specific target, once screened on a 
dataset that includes both known binders, and known 
non-binders69. It is difficult to locate such a model. It is 
critical to evaluate the level of accuracy of any classifier, 
regardless of its kind70. Standardizing a classifier along 
the same data it was based on, will always overstate its 
accuracy; consequently, validation71. They are tested on 
independent training sets. Internal validation occurs once 
the testing set is drawn from the same cohort. When the 
training and test sets are from separate cohorts, external 
validation is used72. External validation provides much 
more accurate evaluation of a model's efficiency, while 
dealing with unknown data collecting adequate data from 
several cohorts is not always practicable101. As a result, 
most machine learning models are first assessed using 
internal validation. When a trained and assessed ML 
scheme has been developed and approved, it is applied 

to perform VS on extraordinarily huge chemical libraries. 
The highest-scoring compounds are known as hits70. From 
here, the most promising compounds (known as leads) 
can be further developed and evaluated in the hope of 
becoming commercially available drugs73.

ML approaches have been used in the industry for 
15-20 years. Deep Learning has recently gained popularity 
in the drug discovery sector, particularly in VS. Recent 
advances in virtual screening (VS) determine deep learning 
(DL) applications in improving binding in drug and target, 
its activity and also its potency63. The techniques that 
employ protein and ligand information are the focus of 
our review74, 106.

Neural networks
Numerous classifiers exist, each with its own set of 

pros and downsides. Under these neural networks, one 
classifier in particular that is getting a lot of attention and 
is quite impactful is the Artificial Neural Network (ANN). 
It is widely studied75.They are composed up of connected 
layers of nodes that convert input to output using weights 
bias. In a typical ANN, input layer, hidden layer and 
output layer are three types of layers103.Those layers that 
manipulate data between the input and output levels in 
order to create predictions have a less straightforward 
name but are mathematically straightforward. ANN can 
have as many hidden layers as it desires105. A neural 
network is a type of Deep Learning technique (DL). It 
is a subset of ML, where input is converted into other 
representations to extract patterns more effectively. To 
convert the data nonlinearly, the resultant numbers are 
put into an activation function76.

Support vector machine-SVM is based on knowledge 
of input-output pairs, learning an operation that transfers 
an input to an output. It is related to learning algorithms 
for database classification and regression analysis77.

Bayesian techniques- Bayesian technique generates 
a sophisticated approach for analyzing complex data in 
current computational advancements78.

Decision tree- Decision tree is a relatively new 
statistical learning method based on a algorithms to  
predict QSARs. Training model is determined through 
decision tree, and is used to understand the targets 
importance by learning basic past data (training data). 
Unlike others, the decision tree model may also be applied 
to regression and classification issues79.

Ensemble methods- It is a machine learning approach, 
which integrates many training sets to build a single best 
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prediction model. It may make extensive use of decision 
trees to define as well as demonstrate the utility of 
ensemble methods80.

Evolutionary algorithms (EA)- It matches with the 
natural selection process, which involves initialization, 
selection, genetic operations and termination processes. 
Several phases all generally correlate to just a different 
aspect in natural processes, thus giving a simple 
techniques for planning tasks and implementation of this 
algorithm category104. Briefly said, during an EA, better 
individuals shall live to multiply, but unsuitable individuals 
may perish and bring nothing at all to the genetic pool 
for subsequent generations, like in natural processes81.

Genetic algorithms- It primarily depends on bioinspired 
variables such as mutated gene, recombination, and 
selection. They are employed to develop greater optimal 
solutions problems82.

Differential evolution (DE) - DE is a method that is 
useful for multivariate real-valued functions. They make 
such little preconceptions about the issue at hand but also 
can research incredibly huge areas of possible solutions. 
Gold and Surflex are examples of DE methods83. 

Local search such as AutoDock Vina, Swiss-Dock, 
Glam-Dock- this are open source softwares, free for 
academic use24,84. Only Swiss dock does not have protein 
flexibility. It is similar or relates to genetic algorithms. 
They operate on different platforms like Windows, Linux 
and Mac.

Exhaustive search like eHiTS- It is an advanced 
ligand docking technique. It can address that area of the 
conformational and positional search area, which prevents 
significant steric conflicts routinely, yielding high precision 
docking positions at a rate suitable for virtual screening. 
The scoring functions, involves traditional empirical and 
statistical view in respect with novel terms, which depends 
on local surface point contact. It is free for academic use 
and operates on Unix platform85.

Simplex method- This technique is a linear 
programming method that involves an algebraic process 
that employing a sequence of repeating operations that 
arrives at a precise solution107. The task can have any 
number of variables and constraints, but it is extremely 
difficult to solve mechanically, if there are more than four 
variables. For a high number of variables, a computer is 
required86.

Systematic methods like FlexX, Surflex, and Sybyl-X- 
These are commercial software products available 

for docking. Here, only FlexX does not involve protein 
flexibility. They operate on Windows, Mac and Linux. The 
docking algorithm used here is of incremental construction. 
Scoring functions are either empirical or force field87.

Statistical methods- Knowledge based potentials is a 
type of scoring functions, which is based on observations 
in pairwise distribution in statistical analysis.

Monte Carlo- It is a dynamic modeling method that 
mainly interprets about the repetitive recurrent sampling 
that can provide a statistical solution. The basic approach 
is to use randomness to create answers and is, in principle, 
predictable88. Algorithms are widely used in theoretical 
and numerical problems, and they are especially useful 
when it’s difficult for other different techniques. Monte 
Carlo techniques are commonly applied to overcome 
problems such as optimization, numerical integration 
and generating drawings out of a probability distribution.

Simulated annealing (SA)- This method is used for 
conditions, which are either continuous or differentiable. 
It is only essential to compute the criteria value for each 
conceivable solution. As a result, the condition is provided 
in a sort of function or an algorithm, which provides numeric 
values based on the values of both the parameters, which 
specify a result. All variables should be of a subjective 
character, with the sole requirement being that they can 
be used to generate a numerical value of the criteria from 
their values89, 100.

Conformational space annealing (CSA) - The 
CSA algorithm is easy to apply, and it decreases the 
development interval. It's application in optimization 
makes it useful in protein structure determination and 
graph analysis90,91.

Different techniques used in combination with 
SBVS

There is continuous development and testing of 
a variety of techniques and algorithms for different 
purposes36. Even though SBVS is a well-established and 
well-proven technology, it still faces several obstacles 
and issues that are addressed, including the detrimental 
impact of protein elasticity or improper estimation of 
binding affinity60. Here, a variety of combinations of  
tactics or processes is briefly given.

In general, combined techniques begin with cost-
cutting measures in the early stages of VS and progresses 
to more precise but time-consuming procedures in 
the latter stages. Many notable VS implementations 
have demonstrated the obvious benefits of integrated 
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protocol92. Novel, non-steroidal- 11 beta-hydroxysteroid 
dehydrogenase type-1 inhibitors with IC50 values in the 
micro molar range have been discovered using a hybrid 
ligand and structure-based VS method93. 

The role of DNA G-quadruplex configurations in 
biological ageing as well as cancer has been established, 
that is prompting a quest for selective DNA secondary 
structure binders. By combining ligand and structure-
based methods with docking experiments, we were 
able to perform slightly elevated in silico screening of  
commercially available molecular databases while 
leveraging existing structural and biological knowledge 
on such structures. These experiments resulted in the 
identification of such a potential scaffold for G-quadruplex 
binders with furan ring fused to a coumarin moiety94.

Three multiple regression approaches have been 
applied to multidimensional scoring data from different 
target proteins108. The objective is to build classifiers that 
could distinguish between bioactive or inactive chemicals 
using a virtual screen technique based on structure. The 
score matrices were created using seven distinct scoring 
functions. Based on these findings, a new strategy for 
SBVS is proposed when only minimal activity information 
is available95.

Applications of structure based virtual screening 
in COVID-19

SARS-major CoV-2's proteolytic enzymes main 
protease MPRO, has a proteolytic function in the production 
of viral polyproteins that are required for virus replication. 
Because of its crucial involvement in viral replication, main 
protease is a prospective target for antagonist effects 
and possible therapeutic therapy for new coronavirus 
infections96. Alphaketo-amide inhibitor exhibited inhibitory 
activity against SARS-CoV2 major protease purified 
recombinant protein using SBVS97. This investigation 
has two objectives, one to perform comparison in protein 
sequence, and second, to perform three - dimensional 
structural assessment to analyse mutation on an active 
amino acid sequence. Mutations of Ser46 and Phe134, 
produces a substantial alteration in SARS-active CoV-
2's sites98.

CONCLUSION
Previously, the drug discovery process was lengthy 

and was based on trial and error, making it difficult to  
screen such large chemical libraries against biological 
targets. Today, the advancements in virtual screening 
have been proven to ease the traditional drug discovery 
process. They show the possibility of compounding 

new molecules outside of the large pools of bioactive 
compounds. Today, many other strategies are applied 
along with SBVS methods, like deep learning techniques 
or its combination techniques with other virtual screening 
techniques. They overcome some of the traditional 
difficulties of using only SBVS. Docking software is 
advancing day by day, coming up with new ways to 
cope with previous hurdles. Virtual screening is an ever-
evolving field of study and research.
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